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1. INTRODUCTION

We consider the following quasi-Hermite interpolation problem. Let n, r,
k, Zj, qOi (0 ~ i ~ Zo - 1), q1i (0 ~ i ~ Zk+l - 1) be given integers such
that n ~ 0, r ~ 2, k ~ 0, 1 ~ Zj ~ r - 1 for 1 ~ j ~ k, 0 ~ Zj ~ r - 1
for j = 0 and j = k + 1, 0 ~ qo,o < ... < QO.zo-1 ~ r - 2, and 0 ~
Q1,O < ... < ql,Zk+l-1 ~ r - 2. Let also k + 2 abscissae Xj be given such
that

o = Xo < Xl < ... < Xk+l = 1.

DEFINITION 1. We say that a function g E Cr - 2 [O, 1] interpolates
f E Cr- 2 [0, 1], provided that

g(a)(Xj) = /a)(Xj)

g(ao,)(o) = /ao,)(O)

g(oli\l) = j(Oli)(1)

for 0 ~ q ~ Zj - 1, 1 ~ j ~ k,

for 0 ~ i ~ Zo - 1 (no condition if Zo = 0), (1)

for 0 ~ i ~ Zk+l - 1 (no condition if Zk+l = 0).

Throughout this paper we shall interpolate by polynomial splines.

DEFINITION 2, Let

Ll: 0 = to < t 1 < ... < tn+l = 1 (2)

be a collection of knots. The set of polynomial splines of degree r - 1 with
knots Ll is

\ r-1 n I
Sp(r, Ll) = /s E Cr-Z[O, 1]: sex) = i~ aixi + j~ Cj(x - tj)~-l \'
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where ai and Cj are any real numbers and x:-1 = xr- 1 if x > 0, X~l = 0 if
x:::;;; O.

We shall interpolate functionsfE cr-2[O, I] and, in particular, functions
belonging to the following classes.

DEFINITION 3. If L1 denotes a collection (2) of knots, then

Wr,LJ = {fE cr-2[O, I]:flr-ll is absolutely continuous in

each open interval (t j , ti+1)' 0 :::;;; j :::;;; n}.

If WE Ll[O, I], then

Wr,w,LJ = {fE Wr,LJ: Iflrl(x)1 :::;;; I W(x)I a.e: in [0, I]}.

In particular

Wr,l,LJ = {fE Wr,LJ: I f(rl(x)1 :::;;; I a.e. in [0, I]}.

In Section 2 we discuss necessary and sufficient conditions under which the
interpolation problem (I) has a unique spline interpolant Sf E Sp(r, L1) for
every function f E cr-2[0, I].

If the interpolation problem (I) satisfies these conditions then Theorem 2
in Section 3 states that the classes Wr,w,LJ possess a unique extremal function
FE Wr.w,LJ provided that WE V[O, I] and IW(x) I > °a.e. in [0, I], The
functions F are even locally extremal, i.e.

sup{lf(x) - six)l:fE Wr•tI• LJ} = IF(x) I for every x E [0, I].

In Section 4 we study the classes of functions Wr := {f I f(r-l) absolutely
continuous on [0, I], If1rl(x)1 :::;;; I a.e. on [0, I]} and the splines Sp(r, L1*)
with equidistant knots L1*. If we choose Xj to be the knots L1* (if r is even)
and to be the midpoints between the knots L1 * (if r is odd) and choose suitable
interpolation conditions at the endpoints Xo = ° and Xk+1 = I, then
Theorem 2 leads to the inequality

where di Wr) denotes the n-width of Wr in C[O, I]. Since dim Sp(r, L1 *) =
n + r we have obtained the interesting result that the above described inter­
polation by polynomial splines Sp(r, L1 *) with equidistant knots leads to
asymptotically best possible error bounds in the sense of n-widths.

In Section 5 the application of Theorem 2 to cubic splines with arbitrary
knots L1 leads to some new local error bounds.
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2. EXISTENCE AND UNIQUENESS IN' SPLINE INTERPOLATION'

There is a series of papers on the existence and uniqueness in spline
interpolation for more general interpolation problems than (I) (see
Schoenberg [9], Karlin [4], Karlin and Karon [5], Melkman [6], a.o.). In
particular, the following theorem is a special case of Melkman [6; Theorem 1].

TH'EOREM 1. Let .1 be a collection (2) of n knots in (0, I). Assume that the
interpolation problem (1) contains n + r conditions, i.e.

k+l

I Zj = n + r.
j~O

(3)

Let mq (q = 0, 1,... , r - 2) denote the number of interpolation conditions (1)
for the q-th derivative flq) in [0, 1], and let L j and Uj (j = 1,... , n) denote the
number of interpolation conditions (1) in [0, t1) and (t j , 1], respectively. Then
the spline interpolant Sf E Sp(r, .1) exists and is unique for every function
f E Cr- 2[O, 1] if and only if Polya's conditions

and the inequalities

p = 0, 1,... , r - 2 (4)

L j ;;?:j,

are satisfied.

Uj ;;?: n + 1 - j, j = 1,...,n (5)

3. LOCAL UPPER BOUNDS IN SPLINE INTERPOLATION

One of our main results is the following theorem. It provides best possible
local upper bounds in polynomial spline interpolation for classes Wr,w.A of
functions.

TH'EOREM 2. Let a quasi-Hermite interpolation problem (1) and a collection
(2) ofknots .1 be given such that the assumptions (3)-(5) hold.

(a) Foreachfunction WE £1[0, 1] there exists a uniquefunctionFE Wr.w•A

with the properties

(i) F interpolates the zero function (see Definition 1).

(ii) p<r)(x) = (_1)1 I w(x) [ a.e. in (t j , tH1), °~ j ~ n.
(6)
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(b) If I w(x)I > °a.e. on [0, 1], for each fE W,..w..d the unique spline
interpolant Sf E Sp(r, ..1) satisfies the inequalities

I f(x) - slx)[ < IF(x) I for all x E [0, 1] (7)

If(z;)(xj) - s;Z;)(Xj)I :(; IF(z;)(xj)1 for 1 :(; j :(; k if Zj :(; r - 2 (8)

If(q)(xj) - s;q\Xj) I :(; IF(q)(Xj) I for j = 0, j = k + 1 and

all 0:(; q < r - 2. (9)

Remark I. Since F has the spline interpolant SF == °it follows from (7)
that

sup{lf(x) - sf(x)j:fE Wr.w..d} = IF(x) I for each x E [0, 1],

which means that F is extremal in Wr.w..d for each x.

ProofofTheorem 2. (a) Let U E LI[O, 1] be defined by u(x) = (-I)j I w(x) I
for x E (tj , tj+l), °:(; j :(; n. Let G be any r-th integral of u in [0, 1]. Then
G E Wr,w,.d and G has a unique spline interpolant SG E Sp(r, ..1). The function
F := G - SG has the desired properties (6) and, of course, FE Wr,w ..d' If
FI E Wr,w ..d has also the properties (6), then F - FI E Sp(r, ..1) interpolates
the zero function and is therefore itself identically zero. Hence F is unique.

(b) Assume there exists a number Z E [0, 1] such that

I f(z) - Sf(Z) 1 > I F(z)l.

We set <P: = F(z)j(f(z) - Sf(Z)) and consider the function H: = F ­
<P(f - Sf) which obviously has the following properties, HE Wr,.d because
F,J, Sf E Wr,.d ,

(-I)j H<r)(x) > °a.e. in (tj , tHI),

because I <P I < 1 and I w(X) I > °a.e. on [0, 1],

°:(; j :(; n, (10)

H interpolates the zero function and, additionally, H(z) = 0. (11)

Hence H has at least mo+ 1 distinct zeros in [0, 1]. By Rolle's theorem, the
first derivative H' has at least modistinct zeros in (0, 1)\{xl ; ... ; x k } and at least
mo + m l distinct zeros in [0, I]. By the same argument we prove that the
second derivative H" has at least mo + ml + m2 - I distinct zeros in [0, I]
and, by induction, that H(r-2) has at least z:;:: mq - (r - 3) = n + 3
distinct zeros in [0, 1].

However, since (10) holds and H(r-2) E qo, 1], it is easy to verify that
H<r~2) can have at most n + 2 distinct zeros in [0, 1]. This contradiction
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proves the inequalities (7). (8) is an immediate consequence of (7). The proof
for (9) is the same as for (7).

4. ON n-WIDTfIS AND INTERPOLATION BY SPLINES WITH EQUIDISTANT KNOTS

As our first application of Theorem 2 we consider the following special
case of the interpolation problem (1): Let n ~ 0, r ~ 2, LI * be the collection
of equidistant knots t j = }/(n + I), i.e.,

LI *: 0 = to < .. , < t j = n ~ I < ... < tn+1 = 1. (12)

We say that g E Cr- 2[0, I] interpolatesfE cr-2[0, 1] if

g(tj ) = f(t j ) for O~}~n+l,

for} = 0 and} = n + 1, I ~ q ~ (r - 2)/2, provided that r is even, and

(
2j + 1 ) ( 2j + 1 ) .

g 2n + 2 = f 2n + 2 for 0 ~ } ~ n,

(13b)

for} = 0 and} = n + I, I ~ q ~ (r - 1)/2, provided that r is odd.
Obviously, the interpolation problem (13) satisfies the assumptions (3)-(5)

of Theorem 2 which therefore can be applied to each weight function
WE £1[0, I] with I W(x) I > °a.e. on [0, I]. In this section we want to analyse
the weight function W == I, for which we are able to present the extremal
function F of Theorem 2 explicitly as follows. Let E r be the Euler polynomial
of degree r defined by the relation

It is known that

Er(x) + Er(x + I) = 2xr/r! (14)

II Er II = Kr7T-
r,

4 00 (_I)k(r+ll

K r = --.; k~O (2k + 1)r+1
(15)

where II '11 = II '1Ido,l] denotes the supremum norm in [0, I]. Moreover,

for 0 ~ q :(; (r - 2)/2 (16a)
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provided that r is even, and
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for I ~ q ~ (r - 1)/2

(16b)

provided that r is odd.
Additionally, E r is with respect to the line x = 1/2 an even or an odd

function if r is even or odd, respectively. Hence the perfect Euler spline F
defined by

F(x) = (-I)i(n + I)-r El(n + l)x -j)

(17)

o ~ j ~ n, has the following properties. FE Wr C Wr.l. Ll*' F interpolates
the zero function in the sense of (13), and

p<rl(X) = (-I)j j j + I
for x E ( n + I ' n + I ), o ~j ~ n. (18)

In other words, the perfect Euler spline F is the extremal function of
Theorem 2 for the interpolation problem (13) and the weight function w == 1.
Hence we have proved

THEOREM 3. Let L1 * be the collection (12) of equidistant knots. For each
function f E Wr there exists a unique spline interpolant Sf E Sp(r, L1 *) which
interpolates f in the sense of (13). Moreover,

If(x) - slx)I ~ (n + I)-r Er«n + I)x - j)

(19)

o ~j ~ n, and

sup{llf - Sf II:fE Wr} = (n + 1)-r II Er II = (n + 1)-r KrTr-r. (20)

To illustrate the extremely good approximation properties of inter­
polating polynomial splines with equidistant knots we have to introduce the
concept of the n-widths.

DEFINITION 4. If we C[O, I], then the n-width of Win C[O, I] is defined
to be

dneW) = inf sup inf Ilf - gil
x. fEW gEX.

(21)
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where the infimum is taken over all n-dimensional linear subspaces X" of
qO,l].

If, for instance, W: is the restriction of the class of functions

UI fIr-I) is absolutely continuous on the real line,

fhas the period 1, [pr>(x)[ < 1 a.e.}

to the interval [0, 1], it is well known (see Tihomirov riO]) that

(22)

Since W: C Wr , it follows from (22) that

and from (20) and (23) that

sup{llf - Sf II:fE Wrl < d,,(Wr ).

(23)

(24)

Since dim Sp(r, LI *) = n + r we should also look at d"+T . From (20) and (23)
we obtain

and

(25)

as n ~ 00. (26)

Thus we have shown that the interpolation (13) by splines of degree r - 1
with equidistant knots leads to asymptotically best possible error bounds
in the sense of n-widths.

Remark 2. It has been shown by Tihomirov [iO] (see also Chui and
Smith [1], Micchelli and Pinkus [7, 8]) that there exists a unique collection LI nr

of n - r knots in (0, 1),

n > r,

(depending on nand r and not equidistant) such that the spline subspace
Sp(r, LI"r) of dimension n is an extremal subspace for the class Wr in the
sense of n-widths. Again, interpolation at certain n points achieves the desired
order of magnitude dn( Wr) of the error. (See Micchelli and Pinkus [7, 8] for
more details and more general results.)

Comparing (20) and (26) we conclude that interpolation by splines with
equidistant knots is easier to handle than by the extremal spline subspace
Sp(r, Ll nr), but the errors are essentially the same, at least for the class Wr •
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Remark 3. Inequality (20) in Theorem 3 is related to results of C. A.
Micchelli and A. Pinkus [7; page 169, Example 4] where for the case r even it
is done in greater generality. Inequality (20) has also been established by
Hall and Meyer [3] for even r. Hall and Meyer do not mention the connection
to n-widths, but for cubic splines they also establish excellent bounds for the
derivatives error which I want to analyze here using n-widths.

TflEOREM 4 (Hall and Meyer [3, Theorem 5]). Let LI be an arbitrary
collection (2) of knots. Let Sf E Sp(4, L1) be the cubic spline interpolant of
fE C4[0, I] with respect to the interpolation problem (l3a) or the interpolation
problem

s(t;) = jet;) for °~ j ~ n + I, s'(O) = 1'(0), s'(l) = 1'(1). (27)

Then,

II/(q) - s;q) II ~ Cq 11/(4) II h4
-
q for q = 0, 1,2,3 (28)

where Co = 5/384, CI = 1/24, C2 = 3/8, Ca = (1] + 1]-1)/2 and

h = max h;,
o~j~n

h; = t;+l - t; , 1] = hi m.in h;.
o~J~n

(29)

The constants Co and CI are optimal in the sense that

l
ii/(q) - s(q) II I

Cq = sup !1j<4) II hI-q :fE C4[0, I], j<4) ~ 0, LI arbitrary)

for q = 0, q = 1.

An easy calculation shows that

Co = II £411 = K47T-
4

, CI = II £all = Ka7T-
a, C2 = 3 II £211 = 3K27T-2•

(30)

Therefore, in the equidistant case h = l/(n + I) the constant Co in (28) is
the same as in (20), and the inequalities (28) for q = 1 and (23) for r = 3
lead to the surprising result that

where clr[o, 11 := {IE CT[O, 11: 11/(1') 1/ ~ I}, and we have applied that
clr[o, 1] is dense in WT and hence

dn(clr[o, 1]) = d..{Wr ), ClarO, I] == {i' IfE CI 4[O, In,

s; E Sp(3, L1), and dim Sp(3, L1) = n + 3.
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Consequently, interpolation by cubic splines with equidistant knots in the
sense of (13a) or (27) is up to a negligible factor best possible in the sense of
n-widths not only for the functions itself but also for their first derivatives.
It is as far as I know an open problem if the same holds for higher derivatives
and for splines of higher degree.

5. LOCAL UPPER BOUNDS IN CUBIC SPLINE INTERPOLATION

In this section we discuss a second special case where we also can construct
the extremal function F of Theorem 2 explicitly. We discuss the following
interpolation problem: For r = 4, n ~ 0, and an arbitrary collection (2)
of knots LI: 0 = to < t1 < ... < tn+1 = I let Sf E Sp(4, LI) be the unique
cubic spline interpolant offE C2[O, 1] such that

SfCtj) = jCt;) for °~ j ~ n + ], s;(O) = reO), s;(1) = r(1). (32)

It is easy to verify that the function

F(x) = (-lY h j h3E4 ( x --;;. t;) for x E [t; ,t;+1]' 0 ~ j ~ n, (33)
J

is the extremal function of Theorem 2 for the interpolation problem (32) and
the weight function w,

w(x) = (hlh j )3 o~j ~ n, (34)

where E4 is the Euler polynomial of degree 4 and hand h j are defined in (29).
Hence, by Theorem 2, we have proved

THEOREM 5. For any functionfE W4.w,J,

W4.W ,J = {fE C2[0, I] I j(3) is absolutely continuous in each (t;, t;+1)'

and I j(4)(x)/ ~ (hlh;)3 a.e. in (t; , t;+1), 0 ~ j ~ n},

the unique cubic spline interpolant Sf of (32) satisfies the following inequalities:

Ij(x) - s,(x)I ~ h;h~E4 ( X ~. t
j

), x E [t; ,tj +1]' 0 ~ j ~ n, (35)
J

Ilf - Sf II ~ K47T-4h4, (36)

O~j~n+1. (37)
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If we compare Theorem 5 with the results of Hall and Meyer in Theorem 4,
we realize that we could not establish error bounds for the derivatives;
however we obtained the inequality (28) for q = 0 (remember (30» even for
the larger class of functions W4,w,L1' Furthermore, inequality (35) yields best
possible local error bounds which seem to be new.

Remark 4. The results and the proofs of Theorems 2, 3, and 5 can easily
be extended to the interpolation of periodic functions by periodic splines.
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